The linear coefficient (or simple correlation coefficient) r is a numerical measure of the strength of the linear relationship between two variables representing quantitative data. Page 131 of your text book. 
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We find the value of r to conclude that there is a linear relationship between the two variables. 

1. The value of r is always between -1 and +1. 

2. The value for r does not change if all values of either variables are converted to a different scale. 

3. The value of r is not affected by the choice of x or y. Interchange all x and y values and the value of r will not change. 

4. r measures the strength of a linear relationship. It is not designed to measure the strength of a relationship that is not linear. 

If the absolute value of the computed value of r exceeds the value in the table below, conclude that there is a linear relationship. Otherwise, there is not sufficient evidence to support the conclusion of a linear relationship.

Some people like to decide if the there is strong evidence for linear relationship by merely looking at the magnitude of r. It is not a scientific method. It is an approximation. But you’d better not to argue with them about how to decide if the there is strong evidence for linear relationship.  

The simple coefficient of determination r2   is a measure of usefulness of a simple linear regression model, which is equal to the proportion of the total variation in the sample that is explained by the simple linear regression model. 
� EMBED Equation.3  ���
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